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Abstract 

Statistical methodology originally introduced by 
French & Wilson [Acta Cryst. (1978). A34, 517-525] 
for the treatment of negative-intensity observations is 
shown to be useful for the estimation of anomalous- 
scattering differences. The general principles of this 
method are described, along with applications to data 
from a lead derivative of the enzyme carboxypeptidase 
A. 

Introduction 

The use of X-ray anomalous-scattering measurements 
in the determination of macromolecular structures has 
become a standard technique in protein crystallog- 
raphy (Blundell & Johnson, 1976). Although data- 
collection strategies have been developed which mini- 
mize the influence of systematic errors (Hendrickson & 
Teeter, 1981), a serious problem with the use of 
anomalous-scattering data in macromolecular 
crystallography is that Bijvoet differences are generally 
of the same magnitude as errors in the intensity 
measurements. As a result, the utility of anomalous- 
scattering measurements in phase determination is 
strongly influenced by the quality of the data. In this 
paper, we describe a method for processing anomalous- 
scattering data based upon statistical methodology 
originally introduced by French & Wilson (1978) for 
the treatment of negative intensity observations. This 
procedure serves to minimize the influence of measure- 
ment errors in the estimation of Bijvoet differences. 
Experimental results using data from a lead derivative 
of the protein carboxypeptidase A are presented, which 
demonstrate the improved quality of anomalous dif- 
ferences processed by this approach. 

Theoretical background 

Using the nomenclature of French & Wilson (1978), 
the conditional joint probability function Pa(AIJ), 

0108-7673/83/040512-04501.50 

which describes the probability that the true value for a 
Bijvoet difference, A, has an experimentally observed 
value, 6, may be expressed as the product of two 
probability distributions: 

Pa(AI 6) oc P~(filA) Pa(A). (1) 

Pa(A) is the probability that the anomalous difference A 
occurs in the complete absence of experimental error. 
An experimental observation 3 is related to the true 
difference, A, by a sampling distribution with a density 
function P~(61A). The proportionality in (1) expresses 
the requirement that Pa(AI3) is normalized. The best 
value Ea(AIJ) for the Bijvoet difference may be 
calculated: 

cx) 

Ea(AIJ)= f APa(AIJ)dA. (2) 
--OO 

The limits of integration extend from -~ to + ~, since, 
unlike the intensity distributions described in French & 
Wilson (1978), positive and negative anomalous 
differences occur with equal probability. 

Theoretical expressions for the probability distri- 
bution of anomalous differences, Pa(A), have been 
reviewed by Srinivasan & Parthasarathy (1976). For 
the case of a non-centrosymmetric structure with two 
anomalous scatterers per unit cell, the appropriate 
function is 

PA(A) -- 8c~ra/-------- ~ Ko exp . (3) 

K 0 is the modified Bessel function of the second kind of 
order zero, while c is given by 

ktt (71 o" 2 

c--  [1 + (k" el) 21 ' (4) 

where k" is the ratio of the imaginary to the total real 
part of the atomic scattering factor of the anomalous 
scatterer, and e 2 and e 2 are the fractional contribution 
to the local mean intensity for the anomalous and 
non-anomalous scatterers, respectively. It should be 
emphasized that A in these expressions refers to the 
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differences between the normalized intensities of 
Bijvoet pairs. 

For constant a I and a 2, the dependence of Pa(A) on 
the number of anomalous scatterers is not very signifi- 
cant. With many anomalous scatterers in a non-centro- 
symmetric arrangement, PA(A) takes the form: 

Test calculations described below gave essentially 
identical results using either (3) or (5) for Pa(A). 

With these probability distribution functions, an 
upper limit, Am.x, for the acceptable magnitude of a 
Bijvoet difference may be derived. This limit may be 
used to reject excessively large differences, which are 
most likely due to erroneous measurements. The 
fraction Q of Bijvoet differences whose magnitude is 
less than Am, x may be evaluated from the relationship 

+Amax 

Q= I Pa(A)dA" (6) 

--Amax 

Using the expression for Pa(A) in (5) to evaluate 
analytically this integral and solving for Ama x gives 

Zma x - -  --2c ln(1 - Q).  (7 )  

In the experimental work to be described, Q was given 
the value 0.993, which corresponds to Am. x -- 10c. 

The distribution of observed intensities about their 
true value is generally assumed to follow a normal 
distribution. If 6 is the Bijvoet difference between 
intensities I+ and I_ for two Friedel mates, each with an 
associated standard deviation tr+ and tr_, then the 
variance of ~ is given by 

ag = o+ = + a_ (8) 

Consequently, the distribution of a about the true value 
A may be written 

The term in 12 allows for errors proportional to the net 
count, such as X-ray source instability (Busing & 
Levy, 1957). The coefficients ~ and fl are determined by 
a least-squares procedure, so that the normal prob- 
ability plot exhibits the expected behavior. 

Expressions for both PA(A) and Pa(dlA) having been 
obtained, Ea(AL6) may be calculated by numerical 
integration of (2), using Gauss-Legendre quadratures 
(Stroud & Secrest, 1966). From EA(Ai~), the nor- 
malized Bijvoet difference based on intensities, the 
corresponding difference between the structure-factor 
amplitudes, FA(AI d), may be calculated: 

F=+ -- F =_ Ea(AI6)(I > 
F+-F_-  = Fa(Ala) = , (ll) 

F+ + F F+ + F_ 

where ( I )  is the local average intensity (calculated in 
resolution shells) and F+ and F_ are the struc- _ _ _  

ture-factor amplitudes of the hkl and hkl reflections, 
respectively. 

The probability distribution functions Pa(A) [(5)], 
P~(~I A) [(9)] and PA(AI~) [(1)] are illustrated in Fig. 1 
for the case 6 = 0.10, o~ = 0.03 and c = 0.033. The 
best estimate for the anomalous difference, Ea(AI ~), is 
calculated from (2) to be 0.086. An important aspect of 
the modification procedure is the generality of the 
relationship IEa(AIt~)l <_ 131. The value of a Bijvoet 
difference may either be reduced or remain essentially 
unchanged, but can never increase or have a sign 
change as a result of this method. As the ratio ~/o~ 
decreases, the ratio Ea(AI6)/6 will also decrease. The 
effect of this procedure is similar to the omission of 
small Bijvoet differences from the anomalous Patterson 
maps calculated by Hendrickson & Teeter (1981). The 
present method provides a smoother and more objec- 
tive method, however, for dampening the contribution 
of these terms. 

1 [ ,/q 
Ps(•IA)- V / ~ a  s exp - 2 ~  tr, ] J" (9) 

In order to evaluate Ps(61A), it is necessary to have a 
meaningful estimate of the standard deviation of each 
intensity observation. Standard deviations determined 
from counting statistics are often observed to be 
systematically underestimated. An accurate estimate of 
the variance may be obtained from a normal 
probability-plot analysis (Abrahams & Keve, 1971), if 
duplicate observations of the intensity measurements 
are available. These plots may be used to provide 
modified estimates, amod, for standard deviations based 
on the experimental values, o c, derived from counting 
statistics. In the present work, the standard deviations 
were modified according to the expression 

a=mod = (10) 

- 0 . 2  - 0 . 1  0 .0  0.1 0 .2  

Fig. 1. Variation of the probability distribution functions Pa(A) 
[curve (a), equation (5)1, Ps(61A) [curve (b), equation (9)] and 
PA(AI6) [curve (c), equation (1)] with the true anomalous 
difference A, for the case 6 = 0.10, tr~ = 0.03 and e = 0.033. 
Positions for the experimental difference, 6, and the best estimate 
for the difference, Ea(Alfi), are indicated. The relative ordinates 
of the probability functions are not drawn to scale. 
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Results and discussion 

The data-processing procedure was tested using 
anomalous-scattering data collected from the lead 
derivative of carboxypeptidase A. Preparation of this 
derivative has been described (Lipscomb et al., 1966). 
Crystals of carboxypeptidase A grow in space group 
P21 (a = 51.60, b = 60.27, c = 47.25 A, f l =  97.27°), 
with one protein molecule (molecular weight of 34 000) 
in the asymmetric unit. Data were collected from a 
single crystal to 3.5 A resolution on a Nicolet P21 
diffractometer equipped with a Cu X-ray source and a 
graphite monochromator. Intensities were estimated 
using the Wyckoff step scan (Wyckoff et al., 1967) to 
sum individual steps located between the half-heights of 
a peak. The data were corrected for absorption (North, 
Phillips & Mathews, 1968) and Lorentz-polarization 
effects. The overall merging R = Z I I i -  I j l /~ ( I  i + Ij), 
where I i and Ij are symmetry-related reflections 
(including Friedel mates), was 0.022 for centric 
reflections and 0.045 for acentric reflections. Standard 
deviations based on counting statistics were corrected 
using the normal probability-plot analysis described in 
the preceding section. 

There are two lead sites per asymmetric unit in the 
lead derivative of carboxypeptidase A, with coordinates 
(0.094, 0.0, 0.089) and (0.089, 0.040, 0.147), and 
occupancies of approximately 58 and 53 electrons, 
respectively (Quiocho & Lipscomb, 1971). Con- 
sequently, a 2 = 0-07 and 02 -= 0.93. With k" = 0.13 
(lead atom, Cu radiation), (4) yields c = 0.033. 
Modified Bijvoet differences were calculated for 3354 
Friedel mates from the experimental measurements 
using (2). The average values for the experimental and 
modified differences (based on normalized intensities) 
were 0.082 and 0.053, respectively, with a standard 
deviation of 0.065. An additional 66 reflections (2% of 
the acentric data), for which the experimental Bijvoet 
differences exceeded a Zima x of 0.33, were excluded 
from all calculations. This rejection criterion is approxi- 
mately equivalent to a maximum allowable Bijvoet 
difference of 5.5a~, similar to the 5a~ cutoff used in the 
crambin structural studies (Hendrickson & Teeter, 
1981). 

Anomalous-difference Patterson maps were cal- 
culated with coefficients (F+ - F _ )  2 (Rossmann, 1961), 
using both experimental and modified anomalous 
differences. These maps will be subsequently referred to 
as the 'unmodified' and 'modified' maps, respectively. 
The v = ½ Harker section of these maps are illustrated 
in Fig. 2. While the self-vector peaks corresponding to 
the lead vector sites are obvious in both maps, the 
peaks in the modified map are approximately 22% 
higher relative to the origin peak than in the un- 
modified map. The height of the origin peak is 
proportional to the sum of the anomalous differences 
squared. An increase in peak height/origin ratio 

consequently indicates a reduction in random errors in 
the data, since a proportionally larger fraction of the 
total anomalous scattering signal is present in the 
self-vector peaks. Consideration of the peak/back- 
ground ratios for each map is also consistent with this 
conclusion, although the net improvement is less 
pronounced. While the modification procedure 
increases the root-mean-square value of the back- 
ground in the modified map by 17% relative to the 
unmodified map, this change is still less than the 
accompanying increase in peak heights. As a result, 
there is an overall 4% improvement in the peak/ 
background ratio with the modification procedure. 

One possible explanation for the peak-height 
enhancement observed in the modified Patterson map 
concerns a possible decrease in effective resolution of 
this map. Since errors in the intensity measurements 
generally increase with resolution, Bijvoet differences 
calculated from (2) will become smaller at higher 
resolution. The net result is that the higher-resolution 
terms will contribute less to the Patterson map, thus 
decreasing the apparent resolution of the map and 
possibly enhancing the peak-to-noise ratio. 

The resolution dependence of the anomalous dif- 
ferences was examined by the variation with sin 2 0/22 
of the ratio k (Matthews, 1966): 

2 ~, IFp-  Fphl 
k =  , (12) 

IF+- -F  I 

where Fp and Fph are the native and derivative 
structure-factor amplitudes, respectively, k is twice the 
average isomorphous difference divided by the average 
anomalous difference, and ideally is equivalent to the 

0 u 1 1 2  0 u 1 1 2  

1 1 

(a) (b) 
Fig. 2. v = ~ Harker sections of anomalous-difference Patterson 

maps calculated from (a) experimental and (b) modified 
anomalous differences. Contour levels are drawn at intervals of 
2.5 % of the origin peak, omitting the first level above zero. 
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ratio of the real to imaginary parts of the heavy-atom 
scattering factor (k = 1/k"). In the resolution range 
used in this work, k -- 7.6 for lead. The resolution 
dependence of k ratios calculated from experimental 
and modified differences are illustrated in Fig. 3. k 
ratios calculated with the modified anomalous dif- 
ferences are seen to agree much more closely with the 
theoretical value than k ratios calculated with the 
experimental differences. Since the same isomorphous 
differences were used for each calculation, the experi- 
mental Bijvoet differences are apparently too large, and 
the error in these measurements increases with 
resolution. Such behavior is not uncommonly observed 
with anomalous-scattering measurements (Blundell & 
Johnson, 1976). By contrast, the modified differences 
more closely exhibit the expected resolution depen- 
dence. The apparent decrease in the magnitude of the 
modified anomalous differences with resolution is due 
not to the modified differences being too small, but to 
the experimental differences being too large. Con- 
sequently, Patterson maps calculated from modified 

differences should more accurately reflect the true 
resolution of the data. 

Anomalous-scattering methods have enjoyed 
increasing popularity for the phase determination of 
macromolecular structures. The recent determination 
of the crambin structure (Hendrickson & Teeter, 1981) 
and the availability of synchrotron-radiation sources 
for anomalous dispersion and multiple-wavelength 
measurements (Templeton, Templeton, Phillips & 
Hodgson, 1980) have contributed to this interest. The 
statistical procedure for processing anomalous dif- 
ference measurements presented in this paper should 
facilitate application of these techniques to macro- 
molecular structure determinations. As with all data- 
modification procedures, however, these methods can 
never substitute for careful data-collection techniques. 

We would like to thank Professor W. N. Lipscomb 
for providing the data-collection facilities. ML was the 
recipient of an American Cancer Society Fellowship. 

10 I I l I 

• (a )  

• 

0 i i i i 

0 . 0 0 0  0 . 0 0 4  0 . 0 0 8  0 . 0 1 2  0 . 0 1 6  0 . 0 2 0  

sin20 / )i. 2 

Fig. 3. Variation of the ratio k (equation 12) with sin 2 0/22. Curve 
(a) is the theoretical curve; curve (b) is the least-squares line 
through points calculated from modified anomalous differences 
(+); curve (c) is the least-squares line through points calculated 
from experimental anomalous differences (m). 
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